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ABSTRACT

The World Wide Web is used by hackers to send imaiattack in form of phishing, e-mail spoofingdamalware
infection to people. With the speed of cyber agtiand high volume of data used, the protectioayber space cannot be
handled by any physical device or by human intdigaralone. It needs considerable automation teedethreats and to
make intelligent real-time decisions. It is difficto develop software with conventional algorithtoseffectively protect
against the dynamically evolving attacks. It canthekled by applying bio inspired computing methodsartificial
intelligence to the software. The purpose of thigdg is to explore the possibilities of artificiaitelligence based

algorithms in addressing the cybercrime issues.

The algorithms include Logistic Regression (LR)pfgut Vector Machine (SVM) and Counter Propagation
Neural network (CPNN) and their ensemble. 700 dstagere gotten from a renowned database. The datasee
subjected to features extraction and transformatibime outputs of the experimentation showed thagiteity produced
by LR, SVM and CPNN are 65, 72.5 and 78% respdygtiVae results of specificity of LR, SVM and CP&l57.0, 66.5
and 63.5% respectively while the results of accyracoduced by LR, SVM and CPNN are 75.8, 88.3 and?%
respectively. However, the results produced byrabge of the three algorithms are 70.4, 81.7 and®%i for sensitivity,

specificity and accuracy respectively
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INTRODUCTION

Cybercrimes also includes criminal activities peried by the use of computers like virus attackericial crimes, sale of
illegal articles, pornography, online gambling, aihspamming, cyber phishing, cyber stalking, uhattzed access to
computer system, theft of information containedhi@ electronic form, e-mail bombing, physically deging the computer
system, etc. (Kandpal and Singh, 2013). A cybexchtts an attack initiated from a computer aganstebsite, computer
system or individual computer (collectively, a cartgr) that compromises the confidentiality, integor availability of

the computer or information stored on it. Cybelaekts take many forms, including: Gaining, or atténgpto gain,
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12 Ismaila W. Oladijpgésmaila Folasade. M & Olajide Anthony T

unauthorized access to a computer system or its Hawanted disruption or denial of service attadhksluding the take
down of entire web sites; Installation of viruseslicious code (malware) on a computer systenguthorized use of a
computer system for processing or storing datan@és to the characteristics of a computer systéardware, firmware
or software without the owner's knowledge, instioict or consent and Inappropriate use of computastesys by

employees or former employees (Smith, 2002).

Intrusion detectionis the process of monitoring the events occurrimgai computer system or network and
analysing them for signs of possibiteidents which are violations or imminent threats of vioda of computer security
policies, acceptable use policies, or standard régcpractices. Anintrusion detection systerfiDS) is software that
automates the intrusion detection processinfiusion prevention syste@PS) is software that has all the capabilities of

an intrusion detection system and can also attéongtbp possible incidents.
IDS Detection Methodologies

An Intrusion Detection System or IDS is a netwoecwgity technology originally built for spotting merabilities that
exploit against a targeted application or a compaystem. It is the process of monitoring the eyamtcurring in a
computer system or in a network and analyzing tf@empossible incidents indications, which are vimas or impending

threats of destruction of computer security stiggguitably used policies, or common securiteficas.

Switch 103 Jenso Fouter
Server s

Figure 1: Intrusion Detection System.

IDPS technologies use many methodologies to détealents including signature-based, anomaly-based,
stateful protocol analysis, respectively. Most IDié&hnologies use multiple detection methodologéber separately or

integrated, to provide more broad and accuratectiete
» Signature-Based Detectior signatureis a pattern that corresponds to a known threat.

Signature-based detectiam the process of comparing signatures againstreédesvents to identify possible
incidents. Sample includes a telnet attempt witlss@rname of “root”, which is a violation of an ongaation’s security
policy. Signature-based detection is very effectiveletecting known threats but largely ineffecetaletecting previously

unknown threats, threats disguised by the useadiex techniques, and many variants of known threat

 Anomaly-Based DetectionThis is the process of comparing definitions of taetivity is considered normal
against observed events to identify significantiaigans. An IDPS using anomaly-based detectiongrafiles
that represent the normal behavior of such thirsgssers, hosts, network connections, or applicatibhe major
benefit of anomaly-based detection methods isttiey can be very effective at detecting previousiknown
threats. Anomaly-based IDPS products often prodeaey false positives because of benign activity dexiates

significantly from profiles, especially in more @ige or dynamic environments.
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» Stateful Protocol Analysis This is the process of comparing predetermined profidésyenerally accepted
definitions of benign protocol activity for eachopwcol state against observed events to identifyiatiens.
Unlike anomaly-based detection, which uses hosietwork-specific profiles, stateful protocol anddyeelies on
vendor-developed universal profiles that specifyvhmarticular protocols should and should not beduée
“stateful” in stateful protocol analysis means ttia IDPS is capable of understanding and trackiegstate of
network, transport, and application protocols thave a notion of state. The primary drawback tdefih
protocol analysis methods is that they are vergues-intensive because of the complexity of thalyais and
the overhead involved in performing state trackiag many simultaneous sessions. Also this methathaa
detect attacks that do not violate the charactesisbf generally acceptable protocol behaviour, hsas

performing many benign actions in a short periotiroé to cause a denial of service (Scarfone anil, R@07).
Types of Web Attacks
The different types of Web attacks covered in siistion are the following:

» Cross-Site Scripting (XSSattack is an application-layer hacking method uedchacking Web applications.
This type of attack occurs when a dynamic Web pmgge malicious data from the attacker and exeduts the user’s

system.

» CrossSite Request Forgery (CSRHn CSRF Web attacks, an attacker forces the vidbnmsubmit the
attacker’s form data to the victim's Web servere®itacker creates the host form, containing nmali&information, and
sends it to the authenticated user. The useriffilthe form and sends it to the server. Becausaldte is coming from a

trusted user, the Web server accepts the data.

» Code InjectionA code injection attack is similar to an SQL injeot attack. In this attack, when a user sends
any application to the server, an attacker hac&safiplication and adds malicious code, such a$ athwmands or PHP
scripts. When the server receives the requeskeitiges that application. The main goal of thiacktis to bypass or
modify the original program in order to executeidny code and gain access to restricted Web sitedatabases,

including those with personal information such elit card numbers and passwords.

» Parameter Tamperings a type of Web attack that occurs when an attackanges or modifies the parameters
of a URL. Parameter tampering takes advantageagframmers who rely on hidden or fixed fields, sasta hidden tag in
a form or a parameter in a URL, as the only segumi¢éasure to protect the user's data. It is vesy dar an attacker to

modify these parameters.

» Cookie PoisoningWeb applications use cookies to store informatioohsas user IDs, passwords, account
numbers, and time stamps, all on the user’s loeahime. In a cookie poisoning attack, the attachedifies the contents
of a cookie to steal personal information abouser wr defraud Web sites.

» Cookie SnoopingCookie snooping is when an attacker steals a Vistanokies, possibly using a local proxy,
and uses them to log on as the victim. Using styoagcrypted cookies and embedding the source ¢iPead in the cookie

can prevent this. Cookie mechanisms can be fulbgmrated with SSL functionality for added security.

 Authentication Hijacking is a key component of the authentication, authtidma and accounting (AAA)

services that most Web applications use. As sudheatication is the first line of defence for ¥ging and tracking the
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legitimate use of a Web application. One of themmabblems with authentication is that every Wepligation performs
authentication in a different way. Enforcing a detent authentication policy among multiple andpdisite applications
can prove challenging. Authentication hijacking daad to theft of services, session hijacking, usepersonation,
disclosure of sensitive information, and privileggcalation. An attacker is able to use weak auttaitn methods to

assume the identity of another user, and is abléets and modify data as the user.

» Log TamperingWeb applications maintain logs to track the usaggems of an application, including user
login, administrator login, resources accesseay @wnditions, and other application-specific imi@tion. These logs are
used for proof of transactions, fulfilment of legatord retention requirements, marketing analysisl, forensic incident

analysis. The integrity and availability of logseispecially important when non-repudiation is reepli

« Directory TraversalAttack, also known as a forceful browsing attack, oceulien an attacker is able to browse
for directories and files outside normal applicataccess. This exposes the directory structura ajpalication, and often

the underlying Web server and operating system.

 Impersonation AttackAn impersonation attack is when an attacker sp@édb applications by pretending to be
a legitimate user. In this case, the attacker sritey session through a common port as a normagl sséhe firewall does

not detect it. Servers can be vulnerable to th&cktdue to poor session management coding.
Review of Related Work

According to Wijesingheet al. (2016) introduced a sophisticated cyber-crime defesystem which involves intelligent
agents that are based on artificial intelligencasiBally, an intelligent agent is a software comgnwhich can be
emerged in an environment, take decisions, andhesbility of noticing and representing. Kirda addiegel (2005)
developed Anti-Phish, a mechanism that aims ateurvg Internet users against any form of phistatigck. The system
tracks information considered sensitive and quigklyvide warning against divulging such informattorany website that
is considered un-trusted. While Kolter and Malao2D06 explained the machine learning and datangiapproaches for
classifying and detecting malicious URLs anytimeytlappear in the wild. The authors were able tatml1,971 benign
and 1,651 maliciousexecutable and usedgrams of byte codes as a training example. Afbersilering the most useful
and relevant grams for prediction including Naivay8s, decision trees, support vector machines,badting, they
arrived at conclusion that boosted decision tresrfopmed best of all other approaches under the R@€e of 0.996.
Also, Alnajim and Munro (2009) proposed anti-phighiapproach for detecting phishing website. Thisragch assists
Internet users to differentiate between legitimetel phishing websites. It provides useful inforimatio the end user to
quickly recognize either a fake or genuine siteisEpproach is adjudged to be one of the best aphas for recognizing
if a site is either of the two classificationswas learnt from the work of Joshi et al. (2008wihich a mechanism for
analysing feedbacks from the servers against thenisied credentials was also proposed that the robjactive is to
identify any forged website firstly submitting raomd credentials before the real credentials in lpgocess of a website.
It is however observed that the technology is ladisioneant for a website that supports HTTP withhboserID and

passwords as credentials.

Kaur et al. (2012) constructed an efficient cybiener detection system which is adaptive to the biehav
changes by combining the data mining techniques.prbposed system is a two stage cybercrime detesyistem which
is based on the analysis of the user data indiesge and in second stage detects the false éfamthis a two stage fraud

detection system which combines decision tree iflestson and K-means clustering techniques is uddw accuracy of

Impact Factor (JCC): 7.8726 NAS Rat 3.17



Soft Computing: Experimentation of Multi-ClassifieBased Cyber-Attack Detection System 15

the proposed work is 94.67 % and it efficientlyedts the false rate anomalies. Ma,al. in 2009 used the lexical and
host-based features to detect malicious websitesir Bpproach could sift through numerous featares recognize the
important URL metadata and components without delingnany domain expertise. They succeeded in etratpap to
30,000 instances with good and promising resubiscifically a very high classification rate of 95%99% and a low false
positive rate. Maet al. (2011) adopted online algorithms so as to handleynJRLs whose features evolve over a period
of time. They developed a system to gather up-te-tifRL features which was paired with a real-timed of labelled
URLs from a large mail provider. They reported acassful classification rate of 99% using confidemeighted learning
on a balanced dataset. However, apart from rese@rdimdings, numerous proprieties based IDS wereldped which
includes (i) Emsa Web Monitor is a small Web moriitg program that monitors the uptime status oesa\Web sites,
(i) KeepNI checks the vital services of a Web sitean interval chosen by the user, @WailTrackerPro analyses e-mail

headers and provides the IP address of the matitahsent the e-mail.
MATERIALS

This section gives a brief explanation of the meidras and algorithms used for the classification vedb
attacks/intrusion. This includes; Principal Compan&nalysis (used for feature extraction); Courgespagation Neural
Networks (CPNN), Logistic Regression (LR) and Suppctor Machine (SVM) used for classification.

Principal Component Analysis (PCA)

PCA is a widely used statistical technique for yrgsuised dimension reduction. PCA is a useful ®tiatil technique that
has found application in fields such as face reitmgnand image compression, and is a common tecienfor finding
patterns in data of high dimension. The main baSRCA-based dimension reduction is that PCA pigk¢he dimensions
with the largest variances. Principal componentyesia (PCA) has been called one of the most vatiabbults from
applied linear algebra. PCA is used abundanthylifoems of analysis - from neuroscience to compgt@phics - because
it is a simple, non-parametric method of extractielgvant information from confusing data sets.Witinimal additional
effort PCA provides a roadmap for how to reducempulex data set to a lower dimension to reveaktiraetimes hidden,

simplified dynamics that often underlie it. For manformation see Smith (2002), Jon (2003).
CPNN

The counter-propagation network is a supervisethiaeg algorithm that combines the Grossberg legrmire with the
SOFM. With a facial image fed into the CPN aftemsolearning process, the Facial Expression Map wezsl to
determine the unique emotional category for thegenthat is fed in. During learning, pairs of th@uh vectorX and
output vectorY were presented to the input and interpolation kmyegspectively. These vectors propagate through th
network in a counter flow manner to yield the cofitjz weight vectors and interpolation weight v@st Once these

weight vectors become stable, the learning proisessmpleted.
Logistic Regression

Logistic regression is used to obtain odds ratithi presence of more than one explanatory varidtlle procedure is
quite similar to multiple linear regression, wittetexception that the response variable is binomte result is the impact
of each variable on the odds ratio of the obseexasht of interest. The main advantage is to avoidaunding effects by
analyzing the association of all variables togetietogistic regression will model the chance of @utcome based on

individual characteristics. Because chance isia,ratat will be actually modeled is the logaritlufiithe chance given by
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Log (/(1-m)) =Po+PXa+PX2 + .oon +BmXm 1)

Wheren indicates the probability of an event (e.g., deiatlthe previous example), afl are the regression
coefficients associated with the reference grouptarm x explanatory variables. At this point, an importaohcept must
to be highlighted. The reference group, represebnyel), is constituted by those individuals presentirg riéference level

of each and every variable X, (Sperande, 2018).
Support Vector Machine

A Support Vector Machine (SVM) is the most poputzol for dealing with a variety of machine-learnitagks, including
classification. SVMs are associated with maximizing margin between two classes. The concernethization problem
is a convex optimization guaranteeing a globalliirogl solution. The weight vector associated witfiVBis obtained by a
linear combination of some of the boundary andywétors. Further, when the data are not lineselyarable, tuning the
coefficient of the regularization term becomes @lu&ven though SVMs have popularized the kemektin most of the
practical applications that are high-dimensioriakdr SVMs are popularly used. The text examingdi@giions to social

and information networks.
RESEARCH METHOD

This section discusses the work flow of the mublissifier-based intrusion detection system (as shiomfigure 2) which

is designed in stages including (i) Data sourgeH@ature extraction (iii) Pre-processing (iv) Giéisation (v) Evaluation.

Data SourceThe source of the dataset used was from UnitettSt@JCI) Machine Learning Repository at
https://archive.ics.uci.edu/ml/datasets/URL+Repaoitat The features extracted for classifications thigeen in number
based on each URL.

Feature ExtractionWith Principal component analysis (PCA), the objecof reducing the dimensions of a d-
dimensional dataset used by projecting it onto)adinensional subspace with the aim of increashey computational

efficiency and accuracy.

Pre Processingn the dataset, features of an URL are taggedcaded as a set of binary attributes with each

tallies to one of the likely value. When distritmgia categorical value across dual binary attrbute

System EvaluationDifferent methods were employed for the performaee@luation including sensitivity,

specificity and accuracy.

Sensitivity = TPT+PFN X100%, (2
Specitivity = FPT:\;N X 100% 3)
TP+TN
- 0
Accuracy = TPIFPIFNITN X100% |, (4)

Where TN (true negatives) is the number of coryedtssified non- attacks; FP (false positiveghes number of
falsely classified malicious; TP (true positives}ie number of successfully classified maliciond; &N (false negatives)

is the number of non-correctly classified non-dtac
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Figure 2: Work Flow of Multi-Classifier-Based IDS.
RESULT AND DISCUSSION

The system is a web based application, it classdi€/RL as malicious or legitimate based on cepaduefined features
or covariates. Based on the predefined criterianyfone of the features is found in the URL, theteay classifies the URL
as malicious else it is classified as legitimated &me malicious and legitimate updated in the degab1l's and O's are
representations of results of each parameter fribrthe nine parameters that determined the legitynaf the current
URL. The table in appendix A shows the outputsndividual classifiers and the ensemble. The thigpervised learning
algorithms employed are LR, SVM and CPNN are teaggnst 700 URLs individually and ensemble. THegirtresults

are analyzed using performance evaluation metrics.

The outputs of the experimentation showed thatigeits produced by LR, SVM and CPNN are 65, 72rkda
78% respectively. The results of specificity of LIRRYM and CPNN are 72.0, 79.5 and 83.4% respectiwbile the results
of accuracy produced by LR, SVM and CPNN are 7883 and 90.5% respectively. However, the resultslyced by

ensemble of the three algorithms are 86.4, 89.78Ps for sensitivity, specificity and accuracgpectively.
CONCLUSIONS

The main contribution of this work is to experimeart ensemble cyber-attack detection system by usipgrvised
machine learning techniques namely Logistic RegwassSupport Vector Machine and Counter Propagabti@ural
Network in order to better identify anomalies andréduce false positive rate in network attackse @hta set features
were reduced using PCA and finally classified by tiree ensemble learning algorithms, The outplutsenexperiments
are satisfactory with an average accuracy rate3d8%. The experimented system is useful in diffesreas with more

flexibility and good attack taxonomy.

www.iaset.us an@iaset.us



18

Ismaila W. Oladijnésmaila Folasade. M & Olajide Anthony T

REFERENCES

1. L. I Smith. A tutorial on Principal Components Arsis, February 26, 2002.

2. M. Kaur, S. Vashisht, Kumar S. (2012). “Adaptivgdkithm for Cyber Crime Detection”, Internationaburnal
of Computer Science and Information TechnologigS%IT), Vol. 3 (3), 4381 — 4384.

3. K. Scarfone, P. Mell (2007). Guide to Intrusion &ton and Prevention Systems (IDPS), ComputerriBgecu
Division, Information Technology Laboratory, Natarnstitute Of Standards and Technology, Gaithergh
Special Publication 800-94.

4. D. Halder, Jaishankar, K "Cyber crime and the Vintzation of Women: Laws, Rights, and Regulations”
Hershey, PA, USA: IGI Global. ISBN 978-1-60960-830-

5. V. Kandpal and R. K. Singh, (2013)"Latest Face gfo&crime and Its Prevention in India”, Internatiahn
Journal of Basic and Applied Sciences, Vol. 2,150- 156.

6. E. Kirda, & Kruegel, C. (2005). Protecting users afigst phishing attacks with AntiPhish. 29th Annual
International Computer Software and Applicationsw@vence (COMPSAC'05) (pp. 1-8). Edinburgh, UK:IEEE

7. J. Z. Kolter, & Maloof, A. M. (2006). Learning tetgct and classify malicious executables in thd.wiburnal of
Machine Learning Research, 7, 2721-2744.

8. A. Alnajim, & Munro, M. (2009). An Anti-Phishing pyach that Uses Training Intervention for Phishing
Websites Detection. 2009 Sixth International Cariee on Information Technology: New Generationss La
Vegas, NV, USA.

9. Y. Joshi, Saklikar, S., Das, D., & Saha, S. (2008)shGuard: A browser plug-in for protection frguhishing.
2008 2nd International Conference on Internet Mudétia Services Architecture and Applications. Béoga
India: IEEE.

10. J. Ma, Saul, L. K., Savage, S & Voelker, G. M “Baydlacklists: learning to detect malicious welesifrom
suspicious URLs,” in Proceedings of the 15th ACI&ISDD international conference on Knowledge discgver
and data mining. ACM, 2009, pp. 1245-1254.

11. J. Ma, Saul, L., Savage, S., & Voelker, G. (201L&arning to Detect Malicious URLs. ACM Transactiars
Intelligent Systems and Technology, Vol. 2, Nér8¢le 30, Publication date: April 2011., 1-24.

12. L. S. Wijesinghe, L. De Silva, G. Abhayaratne, fthika, S. Priyashan, D. Dhammearatchi* (2016).mimating
Cyber Crime Using Artificial Agent Systems, Intdimi@al Journal of Scientific and Research Publioas,
Volume 6, Issue 4.

13. M. Kaur, Sheveta Vashisht, Kumar Saurabh ().Adaptilgorithm for Cyber Crime

14. Detection, (IJCSIT) International Journal of Comg@uScience and Information Technologies, Vol. 3 28112,
4381 — 4384.

15. S. Jyothsna, Mohanl, Nilina T. Prospects of Aréfidntelligence in Tackling Cyber Crimes, Interiaatal

Journal of Science and Research (IJSR) ISSN (Onk34.9-7064

Impact Factor (JCC): 7.8726 NAS Rat 3.17



Soft Computing: Experimentation of Multi-ClassifieBased Cyber-Attack Detection System 19
16. Akbar S.*, Srinivasa T. and Hussain M. (2016). ybkd Scheme based on Big Data Analytics usingulitn
Detection System. Indian Journal of Science andhi@ogy, Vol 9(33).

17. S. Jon (2003). A Tutorial on Principal Componentalmis Derivation, Discussion and Singular Value

Decomposition | jonshlens@ucsd.edu 25 March 2003.

18. S. Sperande (2018). Understanding logistic regmessianalysis |Request PDF. Available from:

https://www.researchgate.net/publication/26081048&&rstanding__ logistic_ regression_analysis

19. Computer Hacking Forensic Investigator Investiggtidetwork Intrusions and Cybercrime ((CHFIINIC))CE
Council | Press, 2010 EC-Council, Vol 4, ISBN-1389-4354-8352-1. USA.

www.iaset.us an@iaset.us






